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Abstract. In the present paper, solitary solutions of the Kuramoto-Velarde (K-V) dispersive equation have been found, using the deformation and mapping approach. These exact solutions show the dynamics and the evolution of dispersive solitary waves. In the case \( \alpha_2 = \alpha_3 \), three families of exact periodic solutions have been obtained by employing the bilinear transformation method.
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1. Introduction

The nonlinear evolution dispersive equation K-V

\[
    u_t + \alpha_0 (u_{xx} + u_{xxxx}) + \alpha_1 u_{xxx} + \alpha_2 u_x^2 + \alpha_3 uu_{xx} = 0,
\]

where \( u \) is a real-valued function, \( \alpha_j \in \mathbb{R}, j = 0, \ldots, 3, \alpha_0 \geq 0, \alpha_1 \neq 0, \alpha_2 \neq 0, \) \( \text{sign} \alpha_2 = \text{sign} \alpha_3, \) is a generalization of the Kuramoto-Velarde (KV) equation corresponding to the case \( \alpha_1 = 0 \) and of the dispersive Kuramoto-Sivashinsky (KS) equation which corresponds to the case \( \alpha_3 = 0 \). The dispersive (KS) equation is a model equation for long waves on a viscous fluid flowing down an inclined plane [1], as well as for drift waves in plasma [2]. The KV equation is an equation describing slow space-time variations of disturbances at interfaces, diffusion-reaction fronts and plasma instability fronts [3] and [4]. The dispersive K-V equation combines in its linear part dispersive and dissipative effects. The
numerical and asymptotic analyses of the nonlinear evolution KV equation show the typical bifurcation diagram of solutions [5], due to the nonlinear terms.

The present work is focused on finding the exact localized solitary and periodic solutions, in the second and third sections, respectively, which have not been obtained up to now.

2. Exact solitary solutions

Instead of equation (1) it is more convenient to use the equation

\[ u_t + u_{xx} + \lambda u_{xxx} + \alpha u_{xxxx} + u_x^2 + \mu uu_{xx} = 0, \]

which is an exact reduction of (1) under the rescaling

\[ t \rightarrow \frac{t}{\alpha_0^3}; \quad x \rightarrow \frac{x}{\alpha_0}; \quad u \rightarrow \frac{\alpha_2 u}{\alpha_0}; \quad \lambda = \alpha_1; \quad \alpha = \alpha_2; \quad \mu = \frac{\alpha_3}{\alpha_2}. \]

We will prove the following theorem.

**Theorem 1.** If \( \mu > 1 \) under the a priori conditions: \( \lambda \neq 0, \alpha > 0 \), then the evolution equation (2) allows exact solitary-wave solution.

**Proof.** Considering the second degree of singularity of equation (2), we will seek its solution in the form

\[ u(x, t) = A\wp(\xi) + B\wp'(\xi)\wp(\xi) - C + E, \]

where \( A, B, C, E \) are real parameters, unknown at this stage, assuming that \( C > 0 \), and \( \wp(\xi) = \wp(\xi, G_2, G_3) \) is the basic elliptic Weierstrass function [6] with real invariants \( G_2 = 12C^2, G_3 = -8C^3 \). The phase variable \( \xi \) is defined by the equality \( \xi = kx + k^2\omega t + \delta \), where in the general case \( k, \omega, \delta \) are complex parameters, also unknown for the time being. Substituting (3) in equation (2), we will obtain the following algebraic system:

\[
\begin{align*}
60Ak^2\alpha + A^2 (3\mu + 2) &= 0; \\
3A + 6Bk\lambda + 2B^2 + \mu (3AE + 4B^2) &= 0; \\
B\omega - 108A^2C^2k^2\alpha + 4B^2C (\mu - 1) - 3A^2C^2 (\mu + 2) &= 0; \\
BC [\omega + 6Ck\lambda + 2BC (4\mu - 1)] + AC^2 (3 + 3\mu E - 4AC) &= 48AC^3k^2\alpha; \\
A\omega + 2B - 4ABC + 2B\mu (E + 3AC) &= 0; \\
3Ak\lambda + 6Bk^2\alpha + AB (2\mu + 1) &= 0.
\end{align*}
\]
It is easy to comply that the system (4) is compatible since the third and the fourth equations are equivalent, so we could neglect the fourth equation.

\[
A = \frac{-60\alpha k^2}{3\mu + 2}; \quad B = \pm \frac{30k\lambda}{17\mu + 8}; \quad E = \frac{\lambda^2}{\alpha\mu} \left( \frac{3\mu + 2}{17\mu + 8} \right)^2 - \frac{1}{\mu};
\]

\[
\omega(k) = (\mu - 1) \left[ \frac{288k^3\alpha^2(17\mu + 8)}{\lambda(3\mu + 2)^2} C^2 + \frac{120k\lambda}{(17\mu + 8)} C \right].
\]

It follows from the last equality that \(\mu \neq 1\), because \(\omega \neq 0\) a priori.

The parameter \(C\) is determined from the compatibility condition between the third and the fifth equation, i.e.

\[
\frac{3A}{B} \left[ 36k^2\alpha + A(\mu + 2) \right] C^2 + (2\mu B)C + \frac{2B}{A} (\mu E + 1) = 0.
\]

The last equation determines two values for \(C\):

\[
C_1 = \frac{1}{24} \left( \frac{\lambda}{k\alpha} \right)^2 \left( \frac{3\mu + 2}{17\mu + 8} \right)^2 \left( \frac{3\mu + 2}{\mu - 1} \right), \quad C_2 = \frac{1}{12} \left( \frac{\lambda}{k\alpha} \right)^2 \left( \frac{3\mu + 2}{17\mu + 8} \right)^2.
\]

It is obvious that both values of \(C\) are positive and real if \(\mu > 1\) under the a priori conditions for the rest of parameters.

If we assume that the phase shift \(\delta\) is equal to the imaginary semi-period of the function \(\wp(\xi, G_2, G_3)\), i.e.

\[
\delta = \frac{iK_2(m)}{\sqrt{e_1 - e_3}} = \frac{i\pi}{2\sqrt{3C}},
\]

where \(m = 1, K_2(m)\) is the Legendre complete elliptic integral of second kind, as for \(G_2 = 12C^2, G_3 = -8C^3\) (i.e. \(e_1 = e_2 = C, e_3 = -2C\)), and also \(K_2(1) = \pi/2\). Using the phase modulation [6]

\[
\wp(\xi, 12C^2, -8C^3) = C - 3C \text{sech}^2 \left( \theta\sqrt{3C} \right), \quad \theta = k(x + k\omega t),
\]

we can obtain the following one-parameter family of exact solitary-wave solutions of KVE:

\[
u(x, t) = 3AC \tanh^2 \left( \theta\sqrt{3C} \right) \pm 2B \sqrt{3C} \tanh \left( \theta\sqrt{3C} \right) + (E - 2AC).
\]

All parameters \(A, B, C, E\) and \(\omega\) are determined by the equality (5).

The resulting exact, solitary-wave solution is of the type “shock wave”. These
waves would be bidirectional, since the wave number $k$ is a free positive parameter while the parameters $\lambda, \mu$ can be both positive and negative, on which depends the sign of $\omega(k, \lambda, \mu)$. The Theorem 1 has been proven by this.

3. Periodic solution

In the case when $\mu = 1$ we will prove the following theorem.

**Theorem 2.** If $\mu = 1$ the evolution equation (2) allows exact periodic solution.

**Proof.** Let us apply to equation (2) the Hirota-Satsuma transformation [7], assuming that $\mu = 1$ (i.e. $\alpha_2 = \alpha_3$)

\begin{equation}
    u(x,t) = \beta_0 + \beta_1 (\ln \zeta)_{xx},
\end{equation}

where $\beta_0, \beta_1 (\beta_1 \neq 0)$ are unknown real parameters (at this stage), and $\zeta = \zeta(x,t) \in C^6(\Omega), \Omega = \{(x,t) \in \mathbb{R}^2, -\infty < x < \infty, 0 < t < \infty\}$. After substituting (8) in (2) and a single integration with respect to $x$, we obtain the following bilinear representation (See Appendix A):

\begin{equation}
    \frac{1}{2\zeta^2} \left( D_tD_x \zeta \zeta + \lambda D_x^4 \zeta \zeta + 8G \zeta^2 \right) + \frac{\partial}{\partial x} \left\{ (1 + \beta_0) \frac{D_x^2 \zeta \zeta}{2\zeta^2} + \alpha \frac{D_x^4 \zeta \zeta}{2\zeta^2} + \left( \frac{\beta_1}{2} - 6\alpha \right) \left( \frac{D_x^2 \zeta \zeta}{2\zeta^2} \right)^2 + \left( H_0 + \frac{\beta_0^2}{2\beta_1} \right) \right\} = 0,
\end{equation}

where $G$ is integration constant, $H_0$ is the so-called ‘differential constant’, and $D_x^\alpha, D_t^\alpha$ are Hirota operators [8] (See Appendix A). If in (9) we choose $\beta_1 = 12\alpha$ and $H = -(H_0 + \frac{\beta_0^2}{24\alpha})/4$, then the bilinear equation (9) can be represented as a conjunction from the two equations, as follows:

\begin{equation}
    (D_tD_x + \lambda D_x^4 + 8G) \zeta \zeta = 0,
\end{equation}

\begin{equation}
    [(1 + \beta_0)D_x^2 + \alpha D_x^4 - 8H] \zeta \zeta = 0.
\end{equation}

We can draw the conclusion that for $\alpha_2 = \alpha_3$ KVE is a semi-integrable equation, since both residual equations (10) and (11) have a bidifferential structure [9], [10] and [11]. We will search for the solution of the last two equations.
in the form [12]:

\[
(12) \quad \zeta(\xi) = \theta_4(\xi, q) = \sum_{n=-\infty}^{\infty} (-1)^n q^n e^{2i n \xi}, \xi = k x + \omega t + \delta,
\]

where \(\theta_4(\xi, q)\) is the fourth Jacobi theta function [6], which is well defined for every \(\xi\), if \(0 < |q| < 1\). By substituting \(\zeta(\xi)\) from (12) into (10) and (11), and by making use of the identity [8]

\[
D_x e^{k_1 x} e^{k_2 x} = (k_1 - k_2)^m e^{(k_1 + k_2)x}, \quad m \in \mathbb{N}, k_1 \neq k_2,
\]

we will obtain the infinite systems

\[
(13) \quad \sum_{m=-\infty}^{\infty} F_1(m) e^{2i m \xi} = 0; \quad \sum_{m=-\infty}^{\infty} F_2(m) e^{2i m \xi} = 0,
\]

where

\[
F_1(m) = \sum_{n=-\infty}^{\infty} \left[ -4 k \omega (2n - m)^2 + 16 \lambda k^4 (2n - m)^4 - 8 G \right] q^{n^2 + (n-m)^2};
\]

\[
F_2(m) = \sum_{n=-\infty}^{\infty} \left[ -4 k^2 (1 + \beta_0) (2n - m)^2 + 16 \alpha k^4 (2n - m)^4 - 8 H \right] q^{n^2 + (n-m)^2}.
\]

The bilinear structure of (10) and (11) [9], [10] allows us to apply the index parity principle to (13) [10], [11], thus obtaining their compact forms

\[
F_j(0) \theta_3(2\xi, q^2) - \frac{1}{2} F_j(1) \theta_2(2\xi, q^2) = 0, \quad j = 1, 2
\]

where \(\theta_j(2\xi, q^2), j = 2, 3\) are the second and third Jacobi theta functions [6]. The last equality yields the four equations

\[
F_1(0) = F_1(1) = 0, F_2(0) = F_2(1) = 0,
\]

which are easily reduced to the linear algebraic systems (See Appendix B):

\[
(14) \quad k q \theta_3' \omega + \theta_3 G = 8 \lambda k^4 q (\theta_3' + q \theta_3''); \quad (1 + \beta_0) k^2 q \theta_3' + \theta_2 H = 8 \alpha q k^4 (\theta_3' + q \theta_3'');
\]

\[
q \theta_2' \omega + \theta_2 G = 8 \lambda k^4 q (\theta_2' + q \theta_2''); \quad (1 + \beta_0) k^2 q \theta_2' + \theta_2 H = 8 \alpha q k^4 (\theta_2' + q \theta_2'').
\]
where $\theta_j = \theta_j(0, q^2)$, $j = 2, 3$. Both algebraic systems are compatible and definite because if $\Delta_j(k, q)$, $j = 1, 2$ are their determinants, then

$$\Delta_2(k, q) = k\Delta_1(k, q) = k^2 q(\theta_2'\theta_3 - \theta_2'\theta_3) = k^2 q W(\theta_2, \theta_3) \neq 0,$$

where $W(\theta_2, \theta_3)$ is the Wronskian from the linearly independent functions $\theta_2(0, q^2)$ and $\theta_3(0, q^2)$. The solutions of this system are, as follows:

(15) $\omega(k, q) = 8\lambda k^3 \left[ 1 + q \frac{W'(\theta_2, \theta_3)}{W(\theta_2, \theta_3)} \right]$;  \hspace{1cm} G(k, q) = 8\lambda^4 q^2 \frac{W(\theta_2', \theta_3')}{W(\theta_2, \theta_3)}$;

(16) $\beta_0(k, q) = \frac{\alpha \omega(k, q)}{\lambda k} - 1$;  \hspace{1cm} H(k, q) = \frac{\alpha}{\lambda} G(k, q).

For the admissible values of the wave number ($k > 0$) and the admissible values of the perturbation parameter $q$ (0 < $|q|$ < 1), considering the solutions (15) and (16), we obtain the complex solution

(17) \[ u(x, t) = \left( \frac{\alpha \omega(k, q)}{\lambda k} - 1 \right) + 12 \alpha \frac{\partial^2}{\partial x^2} \ln \theta_4(\xi, q). \]

In the general case, (17) is a localized periodic solution of KVE ($\mu = 1$), which is a complex meromorphic function with double poles at the lattice

$$\xi_{mn} = m + i(n + 1/2)Im(\tau), \hspace{1cm} q = e^{i\pi \tau}, \hspace{1cm} Im(\tau) > 0, \hspace{1cm} m, n \in \mathbb{Z}.$$

We will choose the dynamic parameters $k$, $q$, $\delta$ so that the periodic solution (17) would be real, bearing in mind the applicability from physical point of view. Let us set:

(18) $\tau = i\varepsilon, \hspace{1cm} \varepsilon > 0, \hspace{1cm} i.e. \hspace{1cm} q = e^{-\pi \varepsilon} < 1$.

If under the condition of hypothesis (18), we impose the limitation for the phase variable to take values in the horizontal stripe:

(19) $-\pi \varepsilon < Im(\xi) < \pi \varepsilon$,

then in the localized solution (17) we will isolate the singularities generated by the double poles $\xi_{mn}$. In fact, this horizontal stripe can be considered as a domain of analyticity of (17).
In a ‘small amplitude’ regime, i.e. $\varepsilon \to 0$ ($q \to 1$), the meromorphic solution (17) generates a superposition of sinusoidal harmonics, resulting from the Fourier representation of the logarithmic derivative

$$
\frac{\theta_4'(\xi, q)}{\theta_4(\xi, q)} = 4 \sum_{m=1}^{\infty} \frac{q^m}{1-q^{2m}} \sin 2m\xi = 2 \sum_{m=1}^{\infty} \text{cosech}(\varepsilon \pi m) \sin(2m\xi).
$$

As a result we obtain the periodic sinusoidal solution

$$u(x, t) = \left(\frac{\alpha \omega}{k\lambda} - 1\right) + 24\alpha k^2 \sum_{m=-\infty}^{\infty} mcosech(\varepsilon \pi m) \cos(2m\xi),$$

where $\omega(k, \varepsilon)$ is as in (15) and $q = e^{-\varepsilon \pi}$. To obtain validity of the Fourier representation in the strongly non-linear zones as well, i.e. for $\varepsilon \to \infty$ ($q \to 0$), it is suitable to define a new perturbation parameter $q_0 = e^{i\tau_0}$, with $\tau_0 = -1/\tau$, and hence the boundary transition $q \to 1$ is equivalent to the transition$q_0 \to 0$.

From the quasi-periodic transformation (of first degree) for $\theta_4$ [6]

$$\theta_4(\xi, q) = (i\tau_0)^{1/2} e^{i\tau_0\xi^2/\pi} \theta_2(\tau_0\xi, q_0),$$

together with the formula [6]

$$\frac{d^2}{dz^2} [\ln \theta_2(z, q)] = - \sum_{m=-\infty}^{\infty} \sec^2 [i(z - \tau \pi m)],$$

we can reduce the meromorphic solution (17) into a superposition of periodic solitary-wave forms

$$u(x, t) = \left(\frac{\alpha \omega}{k\lambda} - 1\right) + 12\alpha k^2 \sum_{m=-\infty}^{\infty} \sec^2 \left(\frac{\xi - m\pi}{\varepsilon}\right).$$

**Conclusion**

The role of the perturbation parameter $q$ is to cause transition phenomena, both in the case of integrable partial differential equations and semi-integrable equations (as is the case of KVE ($\alpha_2 = \alpha_3$)). When we choose $q = e^{-\varepsilon \pi}$, where $\varepsilon > 0$, then for $\varepsilon \to 0$ (i.e. $q \to 1$), wide overlap zones are formed in the adjacent solitary wave forms, and a wave localization process sets in. Non-linear sinusoidal wave packages take shape, whose dynamics is
described by (20). This wave scheme is close to the linear one, which is characterized by the fact that the non-linear effects are weak. Under the boundary transition $\varepsilon \to \infty$ (i.e. $q \to 0$), a transition towards separation and differentiation of these forms starts in the adjacent solitary wave forms, resulting from the increasingly growing wave length. The overlap zones are on the decrease generating delocalization of the wave forms. The evolution of these solitary-wave forms is described by means of (21). There, the non-linear effects are quite evident. It is worth noting a characteristic feature of the obtained periodic solutions (20), (21). Their spatial shifts:

$$\alpha(k, q) = \frac{\alpha \omega(k, q)}{k \lambda} - 1$$

are fixed for specific values of the parameters $k, q$ for each harmonics. This circumstance contrasts with the spatial shifts of the non-integrable partial differential equations ([9], [10], [11]).

Appendix A. Logarithmic derivatives expressed by the Hirota’s operators $D_t, D_x$

$$
\begin{align*}
(\ln \varphi)_{xx} &= \frac{D^2_x \varphi \cdot \varphi}{2 \varphi^2}; \\
(\ln \varphi)_{xxx} &= \frac{\varphi_{xxx}}{\varphi} - 3 \frac{\varphi_x \varphi_{xx}}{\varphi^2} + 2 \frac{\varphi^3}{\varphi^3}; \\
(\ln \varphi)_{xxxx} &= \frac{D^4_x \varphi \cdot \varphi}{2 \varphi^2} - 6 \left(\frac{D^2_x \varphi \cdot \varphi}{2 \varphi^2}\right)^2; \\
(\ln \varphi)_{txxx} &= \frac{D_t D^3_x \varphi \cdot \varphi}{2 \varphi^2} - 6 \left(\frac{D_t D_x \varphi \cdot \varphi}{2 \varphi^2}\right) \left(\frac{D^2_x \varphi \cdot \varphi}{2 \varphi^2}\right); \\
(\ln \varphi)_{xxxxxx} &= \frac{D^6_x \varphi \cdot \varphi}{2 \varphi^2} - 30 \left(\frac{D^2_x \varphi \cdot \varphi}{2 \varphi^2}\right) \left(\frac{D^4_x \varphi \cdot \varphi}{2 \varphi^2}\right) + 120 \left(\frac{D^2_x \varphi \cdot \varphi}{2 \varphi^2}\right)^3.
\end{align*}
$$
Appendix B. Identities with the Jacobi theta functions $\theta_3$, $\theta_2$

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} q^{2n^2} &= \theta_3; \quad \sum_{n=-\infty}^{\infty} q^{n^2+(n-1)^2} = q^{1/2}\theta_2; \\
\sum_{n=-\infty}^{\infty} n^2 q^{2n^2} &= q\theta'_3/2; \quad \sum_{n=-\infty}^{\infty} (2n-1)^2 q^{n^2+(n-1)^2} = 2q^{3/2}\theta'_2; \\
\sum_{n=-\infty}^{\infty} n^4 q^{2n^2} &= q(\theta'_3 + q\theta''_3)/4; \quad \sum_{n=-\infty}^{\infty} (2n-1)^4 q^{n^2+(n-1)^2} = 4q^{3/2}(\theta'_2 + q\theta''_2); \\
\sum_{n=-\infty}^{\infty} n^6 q^{2n^2} &= q(\theta'_3 + 3q\theta'_3 + q^2\theta''_3)/8; \\
\sum_{n=-\infty}^{\infty} (2n-1)^6 q^{n^2+(n-1)^2} &= 8q^{3/2}(\theta'_2 + 3q\theta'_2 + q^2\theta''_2).
\end{align*}
$$
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